MATHG609-600

Homework #1 Solutions

September 2013

Adam Larios



1. PROBLEMS

This contains a set of possible solutions to all problems of HW-1 and an additional prac-
tice problems. Be vigilant since typos are possible (and inevitable).

(1) (Problem 1la, p. 158 in the textbook) Prove that the inverse of a nonsingular upper-
triangular matrix is also upper-triangular.

(2) (Problem 12, p. 148 in the textbook) Let A be an n x n matrix, and let v and v be
two vectors in R”. Consider the (n + 1) x (n + 1) matrix M given by

A u
M — (UT O)

(a) Find necessary and sufficient conditions on u and v that make the following
matrix invertible.
(b) Give a formula for M~ when it exists.

(3) (Problem 8b, p. 159 in the textbook) Write the column version of the Doolittle
algorithm, which computed the ™ column of L and the k" column of U at the k"
step. (Consequently, the order of computing is wyx, sk, ..., Ukks Ckt1ky - -5 Cnk
at the k'™ step.) Count the number of arithmetic operations (counting the addi-
tions/subtractions and multiplications/divisions separately).

(4) (Problem 26, p. 160 in the textbook) Prove: A is positive definite and B is nonsin-
gular if and only if BAB? is positive definite.

(5) (Problem 27, p. 160 in the textbook) If A is positive definite and invertible, does
it follow that A~! is also positive definite? Prove or give a counter-example.

(6) (Problem 16, p. 148 in the textbook) For what values of a is the following matrix
positive definite?

A:

< 2

a
1
a

— 2 2

(7) Discuss the positive-definiteness of the following the matrices.

32 0 1 320 0 2 -1 0 0
25 2 1 2. 400 1 2 -1 0
A=1g9 G 0l8=lo0o1 11T |0 1 2
11 0 3 0011 0 0 -1 2



(1)

2. SOLUTIONS

Problem 1: Proof: Let U € R™™" be a nonsingular upper triangular matrix. Since

it is nonsingular, so there exist a matrix A € R™*", s.t., AU = I, where I is the
identity matrix in R™*".

Let e; be the unit vector in R™ with 1 on its ith component, for i = 1,--- ,n,
and let A = [a1,aq, - ,ay,], where {a;}, i = 1,--- ,n are the column vectors of A.
Then from AU = I we get the following linear system:

(aju = e

a1U12 + GalUay = €2

alulj + a2u2j + -+ &ju]'j = €j

\ A1 U1y + QoU2y + -+ - + AplUpy = €y
solve the linear system above, we have,

a1 = 61/U11

Ao = (62 - G1U12)/U22

- ,
aj = (ej — > i_y apukj)/uy;, forj=1,--- n.

So, we can see that for each column vector a;, j = 1,--- ,n, it has zeros on the

components that have indexes large than j, therefore, the matrix A = [ay,- -, a,]

is an upper triangular matrix.

Problem 2: The necessary and sufficient condition for this matrix to be invertible is

that its rank is n + 1. Using Block Gaussian Elimination we get:

A U

0 —vlA

Because A invertible, i.e. the rank of [A u] is n, so the rank of the matrix above is
n + 1 if and only if T A~1u # 0.
Let

= In41
v 0 e’ ¢

multiplying [, 0; —vT A~ 1] on both sides, we get
A U B d I, 0

0 —vTA 1y el ¢ —TA 1 1



(2,2) block of eq(3) gives,

1
T 4—1 _ _
(—’U A U)C—1—>C——m
(2,1) block of eq(3) gives,
B B ATy
(-’UTA 1U)€T = —UTA 1 —r e = m
(1,2) block of eq(2) gives,
A

(1,1) block of eq(2) gives,
(A7) (0T A7)

T _ _ 41
AB+we =1, — B=A"" — S

i.e. the inverse matrix is

4l (A7tu)(vT A7) A1y
vT A=y vT A=y
vl A1 1
vTA-1y vTA-1y
(3) Problem 3: Solution:
A = LU

1 O 0 0 B ul,l u1,2 e ul,k cee uLn

l2,1 1 0 0 0 ’U,Q72 e 112,k . uln

0 0 0 0 . uk-_1x - Uk—11n
= Ik 1 : 0 0 0 Uk Uk, n
lk+1,1 SRR R 0 0 0
.0 0 0 Un—1,n—1 Un—1n
L I lnk - 1] L 0 o - 0 Un—1,n
The Doolittle algorithm computes the k-th column of L and U at k-th step:
J<k:
fork=1,---,n,
forj=1,---k
j—1
Wik = ajp = stk
s=1
i>k:

fork=1,---,n—1,
forj=k+1,---,n
k—1
Lik = (ajn =Y lstsk)/unk

s=1



Arithmetic operation counts:

additions/subtractions:
> k=1 Z?:l(j -1+ 30 ik (B —1)
= nn+1D2n+1)/12-nn+1)/4+ (n—-1)2%(n—-2)/2— (n—2)(n—1)(2n — 3)/6
= n3/3+0(n?
multiplications/divisions:
> k=1 E?:l(j -1+ fy
= nn+1)2n+1)/12—nn+1)/4+n?(n—-1)/2—(n—1)n(2n —1)/6
n3/3 + O(n?)

(4) Problem 4: Proof: <= A is positive definite and B is nonsingular. Yz # 0, we have
t"BABYx = y" Ay >0, wherey = B2 #0

so, BABT is positive definite.

= BABT is positive definite. First prove that B is nonsingular. Suppose B is
singular, then 3 2 # 0 s.t. BTz =0, then BABTz = 0, it is contrary to the positive
definiteness of BABY | so B is nonsingular. Va # 0, we have

2T Ar = 2"B'BABT"B Ty = y"BABTy >0, wherey= BTz #0
so, A is positive definite.
(5) Problem 5: Solution: Yes, if A is positive definite then A™! is also positive definite.
Proof is as following: Va # 0,
eTA Ve =T ATATA T =T ATy = yT Ay >0, wherey = A Tz #0.

(6) Problem 6: A solution: For a symmetric and positive definite metrix the determi-
nants of all principle minors are positive. First, obviously A; =1 > 0. Next,

1 «a

AQ :d€t|:a 1

}:1—a2>0 — —l<a<l1

and

A; = det =1-3a*+2* >0 = —1/2<a.

ISERSEN
SIS
— 2 2

Therefore, the intersection of the intervals —1 < a < 1 and —1/2 < a will give
—-1/2<a<1.

A complete solution: Solution: A is symmetric, so there exist an orthogonal
matrix V' s.t. AV = VA, where A is a diagonal matrix, with A’s eigenvalues on the
diagonal, and V’s columns are the corresponding eigenvectors. So, Va # 0, we have
2T Az = 2TVAVTx = yT Ay, where y = VT2 # 0. Therefore, if all eigenvalues of A
is positive, then we have 7 Az = yTAy > 0.



5

Now we obtain the eigenvalues of the matrix A. Let A be an eigenvalue and
x = |11, 29, 23]7 be the corresponding eigenvector:

1—A a a T
a 1—AX a o | =0
a a 1—A T3

0 = det a 1—A a

= (1-=X(1-=X?=a*) —ala(l = )\) —a?) +a(a® —a(l = \))
= (1=XN)—a)((1=XN1—=X+a)—2a?

= ((1—=X) —a)*(1—\+2a)
therefore, the eigenvalues are
A=1—a,14+2a
For A to be positive definite requires
1—a>0,142a>0
l.e.
—-1/2<a< 1.

(7) Problem 7: Solution: Matrix A is obviously NOT and SPD matrix since agz = —1.
Recall, an SPD matrix should have all diagonal elements positive since taking vector
e; = (0,...,1,...0)T (all entries are zero except i-th element) we get 0 < el Ae; =
(077D

Matrix B consists of 2 2 x 2 diagonal blocks. In order B to be positive both
blocks need to be positive. The first block is while the second block is NOT positive
definite. Equivalently taking a vector = (0,0, 1, —1)%, which is obviously nonzero

vector in R*, we have 27 Bx = 0, so matrix B is NOT positive definite.
Matrix C'is an SPD matrix.

Solution 1: Let us check all principal minors.

(2) Cy= { _21 _21 } . det(Ch) =5 > 0;
2 -1 -1

3) Cy=| -1 2 —1|, det(Csy)=4>0;
-1 -1 2

(4) det(Cy) = det(C) =3 > 0.

Solution 2: For a nonzero vector x = (21,9, 23, 14)7 € R* consider

(Cx,x) = 27 Cx = 207 + 225 + 222 + 205 — 20109 — 20975 — 22374,



Now use the inequalities
39 2, 3 9

2 2
=229 2 _5% - g%a —2T9w3 > —x5 — Ty, —2T3T4 > —51’4 —

in the above equality to get
Lo 1o 1o 1,
(Cx,x) > 571 + 372 + 373 + 5% > 0,
which shows that the matrix C' is positive definite.
Or you can use the representation

2
2

3

(Cr,x) = 27 Cw = 207 + 225 + 223 + 227 — 22119 — 20973 — 27374

=22 4 (21 — 22)* + (22 — 23)* + (23 — 24)* + 23

Obviously, (Cx,z) > 0 and (Cz,x) = 0 only if 21 = 9 = 23 = 24 = 0, which showes
the positive definiteness. This representation has the advantage that it works for C'

in R™*" for any integer n.



