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1. Problems

This homework is designed so you get familiarized with the concept of the simplest
iterative methods and the tools for their study. Solve any set of problems for 100
points.

Below we use the following notations: A ∈ Rn×n means a n n× n square matrix with
real elements; x ∈ Cn means a vector x with entries complex numbers; for x, y ∈ C
the Euclidean inner product is defined by (x, y) =

∑n
j=1 xj ȳj , where ȳj is the complex

conjugate to yj .

(1) (10 pts) Prove that if A is nonsingular matrix with real elements, then AtA is
positive definite.

(2) (10 pts) Prove that if A is a real matrix and such that (Ax, x) is real and posi-
tive for any nonzero vector x ∈ Cn, then its eigenvalues are positive.

(3) (10 pts) Let ρ(A) be the spectral radius of the matrix A. Show that for any
integer number k > 0, ρ(Ak) = (ρ(A))k.

(4) (10 pts) Is there a matrix A such that ρ(A) < ‖A‖ for all subordinate matrix
norm ?

(5) (20 pts) Prove that if A is unit column diagonally dominant, that is

ajj = 1 >
∑
i 6=j
|aij |, 1 ≤ j ≤ n,

then Jacobi iteration is convergent. Similarly, if A is unit row diagonally dom-
inant, then the Jacobi iterartion converges as well.

(6) (20 pts) Prove that if A is nonsingular and if |λ| < ‖A−1‖−1, then λ is not an
eigenvalue of A. Here the norm can be any subordinate matrix norm.

(7) (40 pts) This is a challenging one; but do not worry, we’ll consider it in
more generality in class Consider n×n variant of the matrix C of Problem #
7 of your HW#1. This matrix has eigenvalues λj = 4 sin2 πj

2(n+1) , j = 1, 2, . . . , n.

Find the iteration parameters τ1 and τ2 in the following two-stage method for
solving the system Cx = b:

x(2k+1) = (I − τ1C)x(2k) + τ1b, x(2k+2) = (I − τ2C)x(2k+1) + τ2b,

for k = 0, 1, 2, . . . so that the method converges the fastest possible way.
(8) (20 pts) Prove that if ρ(A) < 1, then the matrix I −A is invertible and

(I −A)−1 =
∞∑
k=0

Ak.

(9) (10 pts) Prove that ρ(A) < 1 if and only if limk→∞A
kx = 0 for every x ∈ Cn.

(10) (20 pts) Assume that the matrix A is split in the following way A = D −
L − U , where D is diagonal matrix and L and U are strictly lower and upper
triangular matrices, respectively. Consider the iteration method in the form
xk+1 = Gxk + c, where G is the iteration matrix. Find the iteration matrices G
of the backward SOR and the SSOR method. SSOR is defined as one forward
SOR sweep followed by one backward SOR sweep.
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2. Solutions

Problem 1

Prove that if A is nonsingular matrix with real elements, then ATA is positive definite.

Solution: A matrix A ∈ Rn×n is called positive definite if

xTAx > 0, ∀x ∈ Rn, x 6= 0.

Here, A ∈ Rn×n and nonsingular. ATA is real, and (ATA)t = ATA, is symmetric.
∀x ∈ Rn, x 6= 0 we have,

(ATAx, x) = (Ax,Ax) = (y, y) > 0, where y = Ax 6= 0.

So ATA is symmetric positive definite. This completes the proof.

Problem 2

Prove that if A is a real matrix and such that (Ax, x) is real and positive for any
nonzero vector x ∈ Cn, then its eigenvalues are positive.

Solution: For any eigenpair {λ ∈ C, u ∈ Cn} of A we have,

Au = λu, u 6= 0.

Because (Au, u) is real and positive for u ∈ Cn, u 6= 0, then (Au, u) = λ(u, u) with
(Au, u) > 0 and (u, u) = ‖u‖2 > 0 implies that λ is real and positive.

Since λ is arbitrary, then all eigenvalues of A are positive.

Problem 3

Let ρ(A) be the spectral radius of the matrix A. Show that for any integer number
k > 0, ρ(Ak) = (ρ(A))k.

Solution: First, recall that the set of complex numbers σ(A) = {λ : det(A− λI) = 0} is
called spectrum of A.

Then, ∀ λ ∈ σ(A), we show that λk ∈ σ(Ak). Indeed, let Au = λu with u 6= 0.

Aku = λAk−1u = · · · = λku.

For any µ ∈ σ(Ak), we have Akv = µv, v 6= 0. Since, v belong to the range of A, so at
least there exists one eigenvalue λ = µ1/k s.t.

Av = µ1/kv.

Thus, we always have that for any |µ| where Aku = µu, u 6= 0, there exists a |λ| = |µ|1/k
where Au = λu, u 6= 0; for any |λ| where Au = λu, u 6= 0, there exists a |µ| = |λk| = |λ|k
where Aku = µu, u 6= 0. So,

ρ(Ak) = max
µ∈σ(Ak)

|µ| ≡ max
λ∈σ(A)

|λ|k = ( max
λ∈σ(A)

|λ|)k = (ρ(A))k.

Problem 4

Is there a matrix A such that ρ(A) < ‖A‖ for all subordinate matrix norm ?
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Solution: Yes. For G-HW-3-sol.tex example,

A =

[
0 1
0 0

]
ρ(A) = 0, it is less than any subordinate matrix norm of A (any norm of A is larger that
zero).

In fact, all nonzero upper or lower triangular matrices with zero diagonal elements have
ρ(A) = 0, while any subordinate norm will be greater than 0.

Problem 5

Prove that if A is unit column diagonally dominant, that is

ajj = 1 >
∑
i 6=j
|aij |, 1 ≤ j ≤ n,

then Jacobi iteration is convergent.

Solution: Jacobi iteration in this case, since D = I, is,

xk = (I −A)xk−1 + b

By the Fundamental Theorem for iterative methods we know that the iteration converges
if and only if ρ(I −A) < 1.

Now you can use a variant of Gerschgorin theorem saying that all eigenvalues of I −A are
inside the union of the disks (can you prove this one ???),

Dj = {z ∈ Cn : |z − (1− ajj)| ≤
∑
i 6=j
|ai,j |}, j = 1, · · · , n.

A is unit column diagonally dominant, that is

ajj = 1 >
∑
i 6=j
|aij |, j = 1, · · · , n.

so,

Dj = {z ∈ Cn : |z| ≤
∑
i 6=j
|aij | < 1}, j = 1, · · · , n.

Therefore, all eigenvalues are inside the unit circle in the complex plane, so ρ(I −A) < 1,
and Jacobi iteration is convergent.

Another Solution: We know (from HW#2, for example) that for G ∈ Rn×n we have
‖G‖1 = maxj

∑
i |gij |. Then obviously

‖I −A‖1 = max
j

∑
i 6=j
|aij | = δ < 1.

Therefore, the Jacobi iteration converge and the following estimate is valid for the error
e(k) = x(k) − x:

‖e(k)‖ ≤ δk‖e(0)‖.

Problem 6

Prove that if A is nonsingular and if |λ| < ‖A−1‖−1, then λ is not an eigenvalue of A.
Here the norm can be any subordinate matrix norm.
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Solution: For any eigenvalue µ of A we have

Au = µu, u 6= 0

A is nonsingular, so µ 6= 0. Multiplying µ−1A−1 on both sides of the equation above, we
get

µ−1u = A−1u, u 6= 0

This shows that µ−1 is an eigenvalue of A−1.

For any subordinate matrix norm ‖ · ‖ we have,

‖A−1‖ = max
x 6=0

‖A−1x‖
‖x‖

≥ ‖A
−1u‖
‖u‖

=
‖µ−1u‖
‖u‖

= |µ−1|

i.e., |µ| ≥ ‖A−1‖−1. µ is an arbitrary eigenvalue, therefore, if |λ| < ‖A−1‖−1, it cannot be
an eigenvalue of A.

Problem 7

Consider n × n variant of the matrix C of Problem # 7 of your HW#1. This matrix
has eigenvalues λj = 4 sin2 πj

2(n+1) , j = 1, 2, . . . , n. Find the iteration parameters τ1 and

τ2 in the following two-stage method for solving the system Cx = b:

x(2k+1) = (I − τ1C)x(2k) + τ1b, x(2k+2) = (I − τ2C)x(2k+1) + τ2b,

for k = 0, 1, 2, . . . so that the method converges the fastest possible way.

One possible solution: One can eliminate the iteration of odd number to get

x(2k+2) = (I − τ2C)((I − τ1C)x(2k) + τ1b) + τ2b,

which could be written for the error e(2k) = x(2k) − x in the form

e(2k+2) = (I − τ2C)(I − τ1C)e(2k) := Ge(2k)

Since C is a symmetric matrix the G is symmetric and we know that ρ(G) = ‖G‖2. For
convergence it is sufficient (and in this case necessary) to have ‖G‖2 = δ < 1. To get the
fastest possible convergence we need to find such τ1 and τ2 that

‖(I − τ2C)(I − τ1C)‖2 = max
j=1,...,n

|(1− τ2λj)(1− τ1λj)| is the smallest possible.

This is the same as to find such τ1, τ2 so that function f(λ) = (1− τ2λ)(1− τ1λ) has the
smallest maximum of its absolute value in the interval λ1 ≤ λ ≤ λn.

Obviously, for fixed τ1 and τ2 the function f(λ) is a parabola and the extremal values of
|f(λ)| are at the following three points λ = λ1,

λ1+λ2
2 , λ2. Minimizing with respect to τ1

and τ2 will lead to the following two nonlinear equations for these two parameters:

f(λ1) = f(λ2) = −f(
λ1 + λ2

2
).

Taking into account that λ1 = 4 sin2 π
2(n+1) , λ2 = 4 cos2 π

2(n+1) , and λ1+λ2
2 = 2 we can

solve the system and get the following approximate solution:

1

τ1
= 2−

√
2
√

1− λ1
1

τ2
= 2 +

√
2
√

1− λ1

Solving exactly the system is possible, but there is much more elegant general construction
we shall consider in class. Just for the sake of exercise here I have neglected the terms that
involve λ21. This is possible only for large n since λ21 = O(n−4).
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Obviously, a good approximation of the iterartion parameters are the following values:

τ1 = 1/(2−
√

2) τ2 = 1/(2 +
√

2)

Problem 8

Prove that if ρ(A) < 1, then the matrix I −A is invertible and

(I −A)−1 =
∞∑
k=0

Ak.

Solution: Since ρ(A) < 1, then det(I −A) 6= 0, so I −A is invertible (nonsingular).

∀δ > 0,∃‖ · ‖δ, a matrix norm subordinate to a vector norm, s.t. ‖A‖δ ≤ ρ(A) + δ. By
assumption, ρ(A) < 1, take δ = 1/2(1− ρ(A)), then ‖A‖δ ≤ 1/2(1 + ρ(A)) < 1.

(I −A)

m∑
k=0

Ak =

m∑
k=0

(Ak −Ak+1) = I −Am+1

Since ‖Am+1‖δ ≤ ‖A‖m+1
δ → 0 as m→∞. Thus,

(I −A)

m∑
k=0

Ak −→ I, as m→∞

i.e.

(I −A)

∞∑
k=0

Ak = I.

Multiply (I −A)−1 on both sides of the equation above, we get,

(I −A)−1 =
∞∑
k=0

Ak.

Problem 9

Prove that ρ(A) < 1 if and only if limk→∞A
kx = 0 for every x ∈ Cn.

Solution:

⇐= ρ(A) < 1, according to the result of Problem 8, we know that I −A is nonsingular
and

(I −A)−1 =

∞∑
k=0

Ak.

Multiply any vector x ∈ Cn on both sides of the equation above,

(I −A)−1x =
∞∑
k=0

Akx.

So {Akx}, k = 0, 1, · · · ,∞ is a convergent series, i.e., limk→∞A
kx = 0.
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=⇒ limk→∞A
kx = 0,∀x ∈ Cn:

∀λ ∈ C, u ∈ Cn s.t. Au = λu, we have 0 = limk→∞A
ku = limk→∞ λ

ku, so
λ < 1. Since λ is arbitrary, therefore,

ρ(A) = max
det(I−λA)=0

|λ| < 1.

Problem 10

Assume that the matrix A is split in the following way A = D−L−U , where D is diag-
onal matrix and L and U are strictly lower and upper triangular matrices, respectively.
Consider the iteration method in the form xk+1 = Gxk + c, where G is the iteration
matrix. Find the iteration matrices G of the backward SOR and the SSOR method.
SSOR is defined as one forward SOR sweep followed by one backward SOR sweep.

Solution: During k + 1 step, the backward SOR calculate the new x(k+1) this way,

ξi = (−
∑
j<i

aijx
(k)
j −

∑
j>i

aijx
(k+1)
j + b)/aii

x
(k+1)
i = ωξi + (1− ω)x

(k)
i

In matrix form,

Dx(k+1) = ω(Lx(k) + Ux(k+1) + b) + (1− ω)Dx(k)

Written in the x(k+1) = Gx(k) + c format,

x(k+1) = (D − ωU)−1(ωL+ (1− ω)D)x(k) + (D − ωU)−1ωb

So the backward SOR iteration matrix GbSOR = (D − ωU)−1(ωL+ (1− ω)D).

In the same way we can find the forward SOR iteration matrix GfSOR = (D−ωL)−1(ωU+
(1−ω)D). For SSOR, each step is a combination of a forward SOR followed by a backward
SOR, so,

GSSOR = GbSORGfSOR

= (D − ωU)−1(ωL+ (1− ω)D)(D − ωL)−1(ωU + (1− ω)D)


